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Image Inpainting: Task Definition

Image inpainting is the process of completing or recovering the missing region in the image.

Image depicted from Elharrouss Omal, et al. " Image inpainting: A review. " Neural Processing Letters, 2020. 
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Image Inpainting: Generative Models

Transformers: Discretization
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Part of the Image depicted from Weng, Lilian. (Jul 2021). What are diffusion models? Lil’Log. https://lilianweng.github.io/posts/2021-07-11-diffusion-models/

Main Idea: Model the inherence relationship 
within images or between images and some 
random distribution.



Stable Diffusion Inpainting Model

Robin Rombach, et al. "High-Resolution Image Synthesis with Latent Diffusion Models." CVPR. 2022.

Perceptual Compression:
Down-sample the input sizes from the pixel-level 𝑥 to latent 𝑧 via VQ-VAE (discrete) or KL-VAE (continuous).

Latent Diffusion:
Perform diffusion process and inverse generation process in the latent space.



Enhance frozen SD for non-text conditions 

The cross-attention layers in text-to-image stable diffusion 
inpainting model is powerful enough to show 
emergency assumption:
can adapt to other non-text conditions without fine-tuning

Outline:
1. Versatility: Use a frozen SD to tackle all kinds of inpainting tasks.
2. Consistency: Improve the SD to more context-stable and visual-consistent inpainting.



Versatile Image Inpainting
for Subject Repositioning

1. Advancing Image Inpainting: Versatility
2. Advancing Image Inpainting: Consistency



Subject Repositioning

Yikai Wang et al. Repositioning the Subject within Image. Preprint, 2023.   
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Challenges in Subject Repositioning: Inconsistency
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Yikai Wang et al. Repositioning the Subject within Image. Preprint, 2023.   



Deconstruct Subject Repositioning

Yikai Wang et al. Repositioning the Subject within Image. Preprint, 2023.   
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Generative Sub-Tasks in Subject Repositioning 

Yikai Wang et al. Repositioning the Subject within Image. Preprint, 2023.   

Input Image SEELE
(b) Subject Completion

Input Image SEELE
(a) Subject Removal

Input Image SEELE
(c) Subject Harmonization

They are all image inpainting: take as inputs the masked image with mask, and take as output the inpainted image.

They require different generation capacity:

l Subject removal fills the void in original area without creating new subjects; 

l Subject completion completes the repositioned subject within masked region; 

l Subject harmonization blends subject without inducing new elements.

semantic-less

semantic-rich
semantic-preserving

Can we tackle all these tasks within a single generative model?



Task Inversion: Task-Level Instruction on SD

Yikai Wang et al. Repositioning the Subject within Image. Preprint, 2023.   

A red brick house 
with a green door

Text-to-image: Optimal but non-generalizable

Complete the 
subject

Task-to-image: Generalizable but not trained

"Emergent" Assumption:
The cross-attention layer in stable diffusion inpainting model is powerful enough to enable non-text guidance. 

Target: Train learnable prompts to approximate the behavior of image-dependent caption-style text guidance.

Learnable prompts



Training Task Inversion: Training-Testing Consistency

Yikai Wang et al. Repositioning the Subject within Image. Preprint, 2023.   
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LoRA is used to perform subject harmonization



Effectiveness of Task Inversion: Standard Inpainting

Yikai Wang et al. Repositioning the Subject within Image. Preprint, 2023.   



Effectiveness of Task Inversion: Standard Outpainting

Yikai Wang et al. Repositioning the Subject within Image. Preprint, 2023.   



Example of Subject Repositioning on 1k Images

Yikai Wang et al. Repositioning the Subject within Image. Preprint, 2023.   



Example of Subject Repositioning

Yikai Wang et al. Repositioning the Subject within Image. Preprint, 2023.   



Different Prompt leads to Different Generation Direction

Yikai Wang et al. Repositioning the Subject within Image. Preprint, 2023.   



Ablation of Local Harmonization Component

Yikai Wang et al. Repositioning the Subject within Image. Preprint, 2023.   



Ablation of Other Modules

Yikai Wang et al. Repositioning the Subject within Image. Preprint, 2023.   



Consistent Image Inpainting
context-stability and visual-consistency

1. Advancing Image Inpainting: Versatility
2. Advancing Image Inpainting: Consistency



Context-Stability V.S. Variety

Yikai Wang et al. Towards Context-Stable and Visual-Consistent Image Inpainting. Preprint, 2023.   

Reconstruction Generation

unmasked region masked region noise image

unmasked region

Pros:
Context-stable, no hallucination
Cons:
Averaged and blurred results, low-fidelity. 

Pros:
High-fidelity, high-variety 
Cons:
Usually generate random elements. 

Masked Auto-Encoder Stable Diffusion Inpainting Model



Context-Stable Inpainting

Masked Image ASUKA
Aligned Stable inpainting with UnKnown Areas prior

Yikai Wang et al. Towards Context-Stable and Visual-Consistent Image Inpainting. Preprint, 2023.   

MAE

SD

Can we enjoy both 
context-stability 
and high-fidelity?



How to align MAE with SD?

Yikai Wang et al. Towards Context-Stable and Visual-Consistent Image Inpainting. Preprint, 2023.   

Input Image with mask
In an image-to-image translation manner?

MAE SD with MAE initial latent

Add noise and then denoise 

Blurring initial latent leads to blurring generation result.

Use MAE result as condition to selectively guide the generation of SD.

ASUKA



Stable Diffusion Inpainting Model with MAE Condition

Yikai Wang et al. Towards Context-Stable and Visual-Consistent Image Inpainting. Preprint, 2023.   
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Context-Stable Inpainting: Technique Details

Separate Training:
• MAE is fine-tuned to handle continuous masks.
• Alignment module is trained with standard diffusion objective.

Yikai Wang et al. Towards Context-Stable and Visual-Consistent Image Inpainting. Preprint, 2023.   
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Remark:
The input to SD is 256x768, instead of 77x768 (text 
feature sequence) to preserve local guidance. 



Visual-Inconsistency Issue (of SD)

Yikai Wang et al. Towards Context-Stable and Visual-Consistent Image Inpainting. Preprint, 2023.   



Information Loss of VAE used in SD

Yikai Wang et al. Towards Context-Stable and Visual-Consistent Image Inpainting. Preprint, 2023.   



Alleviate the Information Loss

Yikai Wang et al. Towards Context-Stable and Visual-Consistent Image Inpainting. Preprint, 2023.   

• Ideal way: Train a better VAE to solve the information loss. 
Re-train the VAE  → Different latent space →  Need to re-train the U-Net  → Train another SD. Bad.

• Efficient way: Train a better VAE decoder to solve the information loss during decoding.
Preserve the latent space →  No need to re-train the U-Net. Good.

• How to train a better decoder?
Utilize the ground-truth pixel value of unmasked region.

Encoder Decoder

×T

U-Net

Frozen model



Better Decoder?

Yikai Wang et al. Towards Context-Stable and Visual-Consistent Image Inpainting. Preprint, 2023.   

Yes, but not good enough.

Masked Image SD decoder Conditional Decoder

It already knows the knowledge to use,
but it is not trained to use.

We need to train the decoder to reduce 
color shift.



Harmonizing while Decoding: Color Augmentation

Yikai Wang et al. Towards Context-Stable and Visual-Consistent Image Inpainting. Preprint, 2023.   
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Better Decoder Now?

Yikai Wang et al. Towards Context-Stable and Visual-Consistent Image Inpainting. Preprint, 2023.   
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Information loss also exists in the U-Net.



Latent Augmentation

Harmonizing while Decoding: Latent Augmentation

Yikai Wang et al. Towards Context-Stable and Visual-Consistent Image Inpainting. Preprint, 2023.   
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Better Decoder Now?

Yikai Wang et al. Towards Context-Stable and Visual-Consistent Image Inpainting. Preprint, 2023.   

Yes!

Masked Image w/o latent aug w/ latent aug



Aligned Stable Inpainting with UnKnown Areas Prior

Yikai Wang et al. Towards Context-Stable and Visual-Consistent Image Inpainting. Preprint, 2023.   



Comparison

Yikai Wang et al. Towards Context-Stable and Visual-Consistent Image Inpainting. Preprint, 2023.   



Comparison (cont.)

Yikai Wang et al. Towards Context-Stable and Visual-Consistent Image Inpainting. Preprint, 2023.   



Quantitative Comparison

Yikai Wang et al. Towards Context-Stable and Visual-Consistent Image Inpainting. Preprint, 2023.   



Ablation Studies

Yikai Wang et al. Towards Context-Stable and Visual-Consistent Image Inpainting. Preprint, 2023.   



Limitation: The "curse" of Self-Attention

Yikai Wang et al. Towards Context-Stable and Visual-Consistent Image Inpainting. Preprint, 2023.   

Input Image with mask MAE ASUKA ASUKA guide by blank paper

SD “background” 
cfg=9

SD “blank paper” 
cfg=9

DALL-E 2 FireFly



Use Cross-Attention Layers As Self-Attention Layers

Chenjie Cao, Yunuo Cai, Qiaole Dong, Yikai Wang, Yanwei Fu. LeftRefill: Filling Right Canvas based on Left Reference through Generalized Text-to-Image Diffusion Model. CVPR 2024. 



Summary

Yikai Wang et al. Repositioning the Subject within Image. Preprint, 2023.   
Yikai Wang et al. Towards Context-Stable and Visual-Consistent Image Inpainting. Preprint, 2023.   

l We delve into the advanced text-to-image stable diffusion inpainting model.

l We explore its "emergent property", which allows various non-textual guidance to be used as conditions 

for a wide range of image inpainting tasks, and combine these capabilities to address the challenging task 

of subject repositioning.

l We analyze two common issues found in popular generative image inpainting models, highlighting the 

importance of maintaining context stability and visual consistency throughout the inpainting process. 

l Using the stable diffusion model as a case study, we illustrate how enhancing these consistencies can 

significantly improve its performance in general image inpainting tasks.
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