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Our Focus: Reference-image(s) Based Generation
Ø Local Reference: Reference-based Inpainting

Ø Global Reference: Novel-View Synthesis



Our Focus: Reference-image(s) Based Generation
Ø Multi-References

Ø Multi-Targets



How to Inject Reference Image?

uConcatenate on the channel dimension

l Heavy Training Cost
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uConcatenate on the (internal) output space

l Heavy visual encoder.
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Unified Filling Right Canvas based on Left Reference

Ø LeftRefill:

l Concatenate on the spatial channel, contextual inpainting

Ø Highlights:

l Lightweight & Small training cost

l Reuse off-the-shelf Text-to-Image models

Use the self-attention layers to guide the generation!
LeftRefill paints right side of canvas 
referring to left part as a human painter 
(image generated by DALLE3)



Framework



Adapting Text-to-Image Diffusion Models

Ø Input:

l Stitched reference and target images;

Ø Condition:

l Use learnable prompts to simulate text prompts;

u Task Embedding

u View Embedding

u Pose Embedding (NVS only)

Ø Output:

l Discard the reference image.



Extension to Multi-View: Data Formulation

Multi-References

Multi-Targets



Extension to Multi-View: Model Formulation

Block causal mask for autoregressive training



Generating Training Masks



Training Setup

Ø Training Dataset:
u MegaDepth: 512x512, 80k images (820k pairs);

Ø Trainable Parameters:
u Task Embedding: 45 tokens

u View Embedding: 5 tokens

Pose Embedding: 1 token (generated by the 4-
channel relative pose input to 2-layer FC)

Fine-Tune U-Net

Ø Training Configuration:
u 1-view: 6k steps of batch size 16;

u 4-view: 16k steps of batch size 64.

Ø Training Dataset:
u Objaverse: 256x256, 800k scenes;

Ø Trainable Parameters:
u Task Embedding: 45 tokens

u View Embedding: 5 tokens

u Pose Embedding: 1 token (generated by the 4-
channel relative pose input to 2-layer FC)

u Fine-Tune U-Net

Ø Training Configuration:
u 1-view: 80k steps of batch size 48;

u 4-view: 110k steps of batch size 512.

Reference-Based Inpainting Novel-View Synthesis



Ref-Inpainting Results



Qualitative and multi-view results



Novel-View Synthesis Results



Multi-View NVS



Self-Attention Analysis

Visualization of attention scores in LeftRefill across different DDIM steps.



Influence of CFG (geometry and texture trade-off)



Ø Lightweight and generalized task formulation based on off-the-shelf T2I models;

Ø Use specific (task, view, pose) prompt tuning to precisely control the generation process;

Ø LeftRefill could be easily extended to tackle multi-view generation tasks.

Summary



Thanks!
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